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ABSTRACT

This paper discusses some aspects of selecting and testing random and pseudorandom
number generators. The outputs of such generators may be used in many cryptographic
applications, such as the generation of key material. Generators suitable for use in
cryptographic applications may need to meet stronger requirements than for other
applications. In particular, their outputs must be unpredictable in the absence of
knowledge of the inputs. Some criteria for characterizing and selecting appropriate
generators are discussed in this document. The subject of statistical testing and its
relation to cryptanalysis is also discussed, and some recommended statistical tests are
provided. These tests may be useful as a first step in determining whether or not a
generator is suitable for a particular cryptographic application. However, no set of
statistical tests can absolutely certify a generator as appropriate for usage in a particular
application, i.e., statistical testing cannot serve as a substitute for cryptanaysis. The
design and cryptanalysis of generators is outside the scope of this paper.
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1 INTRODUCTION TO RANDOM NUMBER TESTING

The need for random and pseudorandom numbers arises in many cryptographic applications. For
example, common cryptosystems employ keys that must be generated in arandom fashion.

Many cryptographic protocols also require random or pseudorandom inputs at various points,
e.g., for auxiliary quantities used in generating digital signatures, or for generating challengesin
authentication protocols.

This document discusses the randomness testing of random number and pseudorandom number
generators that may be used for many purposes including cryptographic, modeling and
simulation applications. The focus of this document is on those applications where randomnessis
required for cryptographic purposes. A set of statistical tests for randomness is described in this
document. The National Institute of Standards and Technology (NIST) believes that these
procedures are useful in detecting deviations of a binary sequence from randomness. However, a
tester should note that apparent deviations from randomness may be due to either a poorly
designed generator or to anomalies that appear in the binary sequence that istested (i.e., a
certain number of failuresis expected in random sequences produced by a particular generator).
It is up to the tester to determine the correct interpretation of the test results. Refer to Section 4
for adiscussion of testing strategy and the interpretation of test results.

1.1 General Discussion

There are two basic types of generators used to produce random sequences: random number
generators (RNGs - see Section 1.1.3) and pseudorandom number generators (PRNGs - see
Section 1.1.4). For cryptographic applications, both of these generator types produce a stream of
zeros and ones that may be divided into substreams or blocks of random numbers.

1.1.1 Randomness

A random bit sequence could be interpreted as the result of the flips of an unbiased “fair” coin
with sides that are labeled “0” and “1,” with each flip having a probability of exactly ¥z of
producing a“0” or “1.” Furthermore, the flips are independent of each other: the result of any
previous coin flip does not affect future coin flips. The unbiased “fair” coin is thus the perfect
random bit stream generator, since the“0” and “1” values will be randomly distributed (and
[0,1] uniformly distributed). All elements of the sequence are generated independently of each
other, and the value of the next element in the sequence cannot be predicted, regardless of how
many elements have already been produced.

Obviously, the use of unbiased coins for cryptographic purposesisimpractical. Nonetheless,
the hypothetical output of such an idealized generator of atrue random sequence serves as a
benchmark for the evaluation of random and pseudorandom number generators.



1.1.2  Unpredictability

Random and pseudorandom numbers generated for cryptographic applications should be
unpredictable. In the case of PRNGs, if the seed is unknown, the next output number in the
sequence should be unpredictable in spite of any knowledge of previous random numbersin the
sequence. This property is known as forward unpredictability. It should also not be feasible to
determine the seed from knowledge of any generated values (i.e., backward unpredictability is
also required). No correlation between a seed and any value generated from that seed should be
evident; each element of the sequence should appear to be the outcome of an independent
random event whose probability is 1/2.

To ensure forward unpredictability, care must be exercised in obtaining seeds. The values
produced by a PRNG are completely predictable if the seed and generation agorithm are known.
Since in many cases the generation algorithm is publicly available, the seed must be kept secret
and should not be derivable from the pseudorandom sequence that it produces. In addition, the
seed itself must be unpredictable.

1.1.3 Random Number Generators (RNGS)

The first type of sequence generator is arandom number generator (RNG). An RNG uses a non-
deterministic source (i.e., the entropy source), along with some processing function (i.e., the
entropy distillation process) to produce randomness. The use of a distillation process is needed to
overcome any weakness in the entropy source that results in the production of non-random
numbers (e.g., the occurrence of long strings of zeros or ones). The entropy source typically
consists of some physical quantity, such asthe noisein an electrical circuit, the timing of user
processes (e.g., key strokes or mouse movements), or the quantum effects in a semiconductor.
Various combinations of these inputs may be used.

The outputs of an RNG may be used directly as a random number or may be fed into a
pseudorandom number generator (PRNG). To be used directly (i.e., without further processing),
the output of any RNG needs to satisfy strict randomness criteria as measured by statistical tests
in order to determine that the physical sources of the RNG inputs appear random. For example,
a physical source such as electronic noise may contain a superposition of regular structures, such
as waves or other periodic phenomena, which may appear to be random, yet are determined to be
non-random using statistical tests.

For cryptographic purposes, the output of RNGs needs to be unpredictable. However, some
physical sources (e.g., date/time vectors) are quite predictable. These problems may be
mitigated by combining outputs from different types of sourcesto use as the inputs for an RNG.
However, the resulting outputs from the RNG may still be deficient when evaluated by statistical
tests. In addition, the production of high-quality random numbers may be too time consuming,
making such production undesirable when alarge quantity of random numbersis needed. To
produce large quantities of random numbers, pseudorandom number generators may be
preferable.



1.1.4 Pseudorandom Number Generators (PRNGS)

The second generator type is a pseudorandom number generator (PRNG). A PRNG uses one or
more inputs and generates multiple “pseudorandom” numbers. Inputsto PRNGs are called
seeds. In contextsin which unpredictability is needed, the seed itself must be random and
unpredictable. Hence, by default, a PRNG should obtain its seeds from the outputs of an RNG;
i.e., aPRNG requiresa RNG as a companion.

The outputs of a PRNG are typically deterministic functions of the seed; i.e., al true randomness
is confined to seed generation. The deterministic nature of the process leads to the term
“pseudorandom.” Since each element of a pseudorandom sequence is reproducible from its seed,
only the seed needs to be saved if reproduction or validation of the pseudorandom sequence is
required.

Ironically, pseudorandom numbers often appear to be more random than random numbers
obtained from physical sources. If a pseudorandom sequence is properly constructed, each value
in the sequence is produced from the previous value via transformations which appear to
introduce additional randomness. A series of such transformations can eliminate statistical auto-
correlations between input and output. Thus, the outputs of a PRNG may have better statistical
properties and be produced faster than an RNG.

1.1.5 Testing

Various statistical tests can be applied to a sequence to attempt to compare and evaluate the
sequence to a truly random sequence. Randomnessis a probabilistic property; that is, the
properties of arandom sequence can be characterized and described in terms of probability. The
likely outcome of statistical tests, when applied to atruly random sequence, is known a priori
and can be described in probabilistic terms. There are an infinite number of possible statistical
tests, each assessing the presence or absence of a*“ pattern” which, if detected, would indicate
that the sequence is nonrandom. Because there are so many tests for judging whether a sequence
is random or not, no specific finite set of testsis deemed “complete.” In addition, the results of
statistical testing must be interpreted with some care and caution to avoid incorrect conclusions
about a specific generator (see Section 4).

A statistical test isformulated to test a specific null hypothesis (Hp). For the purpose of this
document, the null hypothesis under test is that the sequence being tested is random. Associated
with this null hypothesisis the alternative hypothesis (H,) which, for this document, is that the
sequence is not random. For each applied test, a decision or conclusion is derived that accepts or
rejects the null hypothesis, i.e., whether the generator is (or is not) producing random values,
based on the sequence that was produced.

For each test, arelevant randomness statistic must be chosen and used to determine the
acceptance or rejection of the null hypothesis. Under an assumption of randomness, such a
statistic has a distribution of possible values. A theoretical reference distribution of this statistic



under the null hypothesisis determined by mathematical methods. From this reference
distribution, a critical valueis determined (typically, thisvalueis "far out” in the tails of the
distribution, say out at the 99 % point). During atest, atest statistic value is computed on the
data (the sequence being tested). Thistest statistic value is compared to the critical value. If the
test statistic value exceeds the critical value, the null hypothesis for randomnessis rejected.
Otherwise, the null hypothesis (the randomness hypothesis) is not rejected (i.e., the hypothesisis
accepted).

In practice, the reason that statistical hypothesis testing works is that the reference distribution
and the critical value are dependent on and generated under a tentative assumption of
randomness. If the randomness assumption is, in fact, true for the data at hand, then the resulting
calculated test statistic value on the data will have avery low probability (e.g., 0.01 %) of
exceeding the critical value.

On the other hand, if the calculated test statistic value does exceed the critical value (i.e., if the
low probability event doesin fact occur), then from a statistical hypothesis testing point of view,
the low probability event should not occur naturally. Therefore, when the calculated test statistic
value exceeds the critical value, the conclusion is made that the original assumption of
randomness is suspect or faulty. In this case, statistical hypothesis testing yields the following
conclusions: reject Hy (randomness) and accept H, (non-randomness).

Statistical hypothesis testing is a conclusion-generation procedure that has two possible
outcomes, either accept Hy (the datais random) or accept H, (the data is non-random). The
following 2 by 2 table relates the true (unknown) status of the data at hand to the conclusion
arrived at using the testing procedure.

CONCLUSION
TRUE SITUATION Accept Ho Accept Hj (rgject Ho)
Datais random (Hg istrue) No error Typel error
Datais not random (H, is true) Typell error No error

If the datais, in truth, random, then a conclusion to reject the null hypothesis (i.e., conclude that
the datais non-random) will occur a small percentage of the time. This conclusioniscalled a
Typel error. If the datais, in truth, non-random, then a conclusion to accept the null hypothesis
(i.e., conclude that the datais actually random) is called a Type Il error. The conclusionsto
accept Hp when the datais really random, and to reject Hyo when the data is non-random, are
correct.

The probability of a Typel error is often called the level of significance of thetest. This
probability can be set prior to atest and is denoted asa. For thetest, a isthe probability that the
test will indicate that the sequence is not random when it really israndom. That is, a sequence
appears to have non-random properties even when a*“good” generator produced the sequence.
Common values of a in cryptography are about 0.01.

The probability of a Type Il error isdenoted asb. For the test, b isthe probability that the test
will indicate that the sequence is random when it isnot; that is, a“bad” generator produced a



sequence that appears to have random properties. Unlike a, b is not a fixed value. b can take on
many different values because there are an infinite number of ways that a data stream can be
non-random, and each different way yields adifferent b. The calculation of the Typell error b is
more difficult than the calculation of a because of the many possible types of non-randomness.

One of the primary goals of the following testsis to minimize the probability of a Typell error,
i.e., to minimize the probability of accepting a sequence being produced by a good generator
when the generator was actually bad. The probabilitiesa and b are related to each other and to
the size n of the tested sequence in such away that if two of them are specified, the third valueis
automatically determined. Practitioners usually select a sample size n and avaluefor a (the
probability of a Type | error —the level of significance). Then acritical point for a given statistic
is selected that will produce the smallest b (the probability of a Typell error). That is, a suitable
sample size is selected along with an acceptable probability of deciding that a bad generator has
produced the sequence when it really israndom. Then the cutoff point for acceptability is
chosen such that the probability of falsely accepting a sequence as random has the smallest
possible value.

Each test is based on a calculated test statistic value, which isafunction of the data. If the test
statistic value is Sand the critical valueist, then the Type | error probability isP(S>t ||Hois
true) = P(rgject Hy | Hp istrue), and the Type Il error probability isP(S£t || Hoisfalse) =
P(accept Hp | Hpisfalse). Thetest statistic is used to calculate a P-value that summarizes the
strength of the evidence against the null hypothesis. For these tests, each P-valueisthe
probability that a perfect random number generator would have produced a sequence less
random than the sequence that was tested, given the kind of non-randomness assessed by the test.
If aP-valuefor atest is determined to be equal to 1, then the sequence appears to have perfect
randomness. A P-value of zero indicates that the sequence appears to be completely non-
random. A significance level (a) can be chosen for thetests. If P-value? a, then the null
hypothesis is accepted; i.e., the sequence appears to be random. If P-value < a, then the null
hypothesis is rejected; i.e., the sequence appears to be non-random. The parameter a denotes the
probability of the Typel error. Typically, a ischosen in the range [0.001, 0.01].

An a of 0.001 indicates that one would expect one sequence in 1000 sequences to be rejected
by the test if the sequence was random. For aP-value3 0.001, a sequence would be
considered to be random with a confidence of 99.9 %. For a P-value < 0.001, a sequence
would be considered to be non-random with a confidence of 99.9 %.

An a of 0.01 indicates that one would expect 1 sequence in 100 sequencesto be rejected. A
P-value® 0.01 would mean that the sequence would be considered to be random with a
confidence of 99 %. A P-value < 0.01 would mean that the conclusion was that the sequence
is non-random with a confidence of 99 %.

For the examples in this document, a has been chosen to be 0.01. Note that, in many cases, the
parameters in the examples do not conform to the recommended values; the examples are for
illustrative purposes only.



1.1.6  Considerations for Randomness, Unpredictability and Testing
The following assumptions are made with respect to random binary sequences to be tested:

1. Uniformity: At any point in the generation of a sequence of random or pseudorandom
bits, the occurrence of azero or oneisequaly likely, i.e., the probability of eachis
exactly /2. The expected number of zeros (or ones) isn/2, where n = the sequence
length.

2. Scalability: Any test applicable to a sequence can also be applied to subsequences
extracted at random. If a sequence is random, then any such extracted subsequence
should also be random. Hence, any extracted subsequence should pass any test for
randomness.

3. Consistency: The behavior of a generator must be consistent across starting values

(seeds). It isinadequate to test a PRNG based on the output from a single seed, or an
RNG on the basis of an output produced from a single physical output.

1.2 Definitions and Abbreviations

Term Definition

Asymptotic Analysis A statistical technique that derives limiting approximations
for functions of interest.

Asymptotic Distribution | The limiting distribution of atest statistic arising when n
approachesinfinity.

Bernoulli Random A random variable that takes on the value of one with
Variable probability p and the value of zero with probability 1-p.
Binary Sequence A seguence of zeroes and ones.

Binomial Distribution A random variable is binomially distributed if thereisan
integer n and a probability p such that the random variableis
the number of successesin n Bernoulli experiments, where the
probability of successin asingle experimentisp. Ina
Bernoulli experiment, there are only two possible outcomes.

Bit String A sequence of hits.

Block A subset of abit string. A block has a predetermined length.

Central Limit Theorem | For arandom sample of size n from a population with mean m
and variance s, the distribution of the sample meansis




approximately normal with mean mand variance s*n as the
sample size increases.

Complementary Error
Function

See Erfc.

Confluent The confluent hypergeometric function is defined as
Hypergeometric =GB L aan b-a-1

FunCtion F (a, b, Z) - m Qe t (1' t) dt .

Critical Vaue The value that is exceeded by the test statistic with a small

probability (significance level). A "look-up” or calculated
value of atest stetistic (i.e., atest statistic value) that, by
construction, has a small probability of occurring (e.g., 5 %)
when the null hypothesis of randomnessis true.

Cumulative Distribution
Function (CDF) F(X)

A function giving the probability that the random variable X is
less than or equal to x, for every valuex. That is,
F(X) = P(X£ Xx).

Entropy A measure of the disorder or randomness in a closed system.
The entropy of uncertainty of arandom variable X with
probabilitiespi, ..., pn isdefined to be H(X) = - & p, log p..

i=1

Entropy Source A physical source of information whose output either appears
to berandom in itself or by applying some filtering/distillation
process. Thisoutput is used as input to either aRNG or
PRNG.

Erfc The complementary error function erfc(z) is defined in
Section 5.5.3. Thisfunction is related to the normal cdf.

igamc The incomplete gamma function Q(a,x) is defined in Section

5.5.3.

Geometric Random
Variable

A random variable that takes the value k, a non-negative
integer with probability p“(1-p). The random variable x is the
number of successes before afailure in an indefinite series of
Bernoulli trials.

Global Structure/Global
Vaue

A structure/value that is available by all routinesin the test
code.

GUI

Graphical User Interface.




Incomplete Gamma
Function

See the definition for igamc.

Hypothesis (Alternative)

A statement H, that an analyst will consider as true (e.g., Ha:
the sequence is non-random) if and when the null hypothesis
is determined to be false.

Hypothesis (Null)

A statement Ho about the assumed default condition/property
of the observed sequence. For the purposes of this document,
the null hypothesis Hy is that the sequenceisrandom. If Hp is
in fact true, then the reference distribution and critical values
of the test statistic may be derived.

Kolmogorov-Smirnov
Test

A statistical test that may be used to determine if a set of data
comes from a particular probability distribution.

Level of Significance

(@)

The probability of falsely rejecting the null hypothesis, i.e.,
the probability of concluding that the null hypothesisisfalse
when the hypothesisis, in fact, true. The tester usually
chooses this value; typical values are 0.05, 0.01 or 0.001;
occasionally, smaller values such as 0.0001 are used. The
level of significance isthe probability of concluding that a
sequence is non-random when it isin fact random. Synonyms:
Typel error, a error.

Linear Dependence

In the context of the binary rank matrix test, linear
dependence refers to m-bit vectors that may be expressed as a
linear combination of the linearly independent m-bit vectors.

Maple

An interactive computer algebra system that provides a
complete mathematical environment for the manipulation and
simplification of symbolic algebraic expressions, arbitrary
extended precision mathematics, two- and three-dimensional
graphics, and programming.

MATLAB

An integrated, technical computer environment that combines
numeric computation, advanced graphics and visualization,
and a high level programming language. MATLAB includes
functions for data analysis and visualization; numeric and
symbolic computation; engineering and scientific graphics;
modeling, simulation and prototyping; and programming,
application development and a GUI design.

Normal (Gaussian)
Distribution

A continuous distribution whose density function is given by
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scale parameters.

P-value

The probability (under the null hypothesis of randomness)
that the chosen test statistic will assume values that are equal
to or worse than the observed test statistic value when
considering the null hypothesis. The P-value is frequently
called the “tail probability.”

Poisson Distribution -
83.8

Poisson distributions model (some) discrete random variables.
Typically, a Poisson random variable is a count of the number
of rare events that occur in a certain time interval.

Probability Density
Function (PDF)

A function that provides the "local" probability distribution of
atest statistic. From afinite sample size n, a probability
density function will be approximated by a histogram.

Probability Distribution

The assignment of a probability to the possible outcomes
(realizations) of arandom variable.

Pseudorandom Number
Generator (PRNG)

A deterministic algorithm which, given atruly random binary
sequence of length k, outputs a binary sequence of length | >>
k which appears to be random. The input to the generator is
called the seed, while the output is called a pseudorandom bit
sequence.

Random Number
Generator (RNG)

A mechanism that purports to generate truly random data.

Random Binary

A sequence of bits for which the probability of each bit being

Sequence a“0” or“1” is¥. Thevalue of each bit isindependent of any
other bit in the sequence, i.e., each bit is unpredictable.
Random Variable Random variables differ from the usual deterministic

variables (of science and engineering) in that random
variables allow the systematic distributional assignment of
probability values to each possible outcome.

Rank (of a matrix)

Refersto the rank of amatrix in linear algebra over GF(2).
Having reduced a matrix into row-echelon form via
elementary row operations, the number of nonzero rows, if
any, are counted in order to determine the number of linearly
independent rows or columns in the matrix.




Run

An uninterrupted sequence of like bits (i.e., either all zeroes or
all ones).

Seed The input to a pseudorandom number generator. Different
seeds generate different pseudorandom sequences.
SHA-1 The Secure Hash Algorithm defined in Federal Information

Processing Standard 180-1.

Standard Normal
Cumulative Distribution
Function

See the definition in Section 5.5.3. Thisis the normal function
for mean = 0 and variance = 1.

Statistically Independent
(Events)

Two events are independent if the occurrence of one event
does not affect the chances of the occurrence of the other
event. The mathematical formulation of the independence of
events A and B is the probability of the occurrence of both A
and B being equal to the product of the probabilities of A and
B (i.e., P(A and B) = P(A)P(B)).

Statistical Test (of a

A function of the data (binary stream) which is computed and

Hypothesis) used to decide whether or not to reject the null hypothesis. A
systematic statistical rule whose purposeisto generate a
conclusion regarding whether the experimenter should accept
or reject the null hypothesis H.

Word A predefined substring consisting of afixed pattern/template

(e.g., 010, 0110).

Abbreviation

Definition

ANSI American National Standards Institute

FIPS Federal Information Processing Standard

NIST National Institute of Standards and Technology
RNG Random Number Generator

SHA-1 Secure Hash Algorithm
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1.3 Mathematical Symbols

In general, the following notation is used throughout this document. However, the testsin this
document have been designed and described by multiple authors who may have used dlightly
different notation. The reader is advised to consider the notation used for each test separate from
that notation used in other tests.

Symbol M eaning

éxd The floor function of x; for agiven real positi